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Abstract: Limited work has been reported for automated Question and Answering (Q&A) systems in vernacular languages like Punjabi. This was validated from this systematic study on Q&A systems. This work discusses the typical architecture and issues/challenges associated in building multiple types of Q&A systems. Future directions as well as a new metric for selection of most probable answers have been discussed based on the limitations of previous Q&A systems.
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I. INTRODUCTION

Question Answering (Q&A) is a research field that is composed of various fields of Computer Science, Natural Language Processing (NLP), Information Retrieval (IR) and Information Extraction (IE). Currently, most Question Answer systems (search engines) provide relevant context on the basis of input questions. Because, what a user really wants is often a precise answer to a question. For instance, given the question “Who was the first American in space?”, what a user really wants is the answer “Alan Shepard”, but not to read through lots of documents that contain the words “first”, “American” and “space” etc [1].

Research shows that people post questions to navigate the plethora of information through search engines. Go-gulf.com statistics suggests that 92% of user activities on the internet are search queries on search engine. People now usually search in the form of questions finding answers but search engines return only ranked lists of documents and don’t deliver answers to the user. This problem is addressed by a question answering system. The best systems are now able to answer more than two third of factual questions [2]. Real world users of Q&A systems find them useful if they provide means to reach these goals. [3]:

- Timeliness
- Accuracy

In the next section, this paper discusses the general architecture of Question Answering System. Third section contains classification of Q&A systems. Fourth section classifies the questioners and questions. Fifth section describes the challenges / issues in building a Q&A system. Sixth section describes the previous work(s) for Q&A systems. Seventh section discusses the research gaps found in this study and eighth section concludes this paper.

II. BASIC ARCHITECTURE

As shown in (Figure 1), a typical Q&A system consists of three modules. All of these modules have a core component beside other supplementary components. Query Processing Module, Document Processing Module and the Answer Processing Module, have Question Classification, Information Retrieval, and Answer Extraction as their core components respectively.

Question processing module identifies the prime focus of the question, and classifies the type of question. It also finds the answer type expected, and then devises multiple semantically equivalent tokens from the question.

Reformulation of a question (query expansion) into similar meaning questions boost up the recall of the information retrieval (IR) system, which is very important for question answering, because if no correct answers are present in a document, no further processing can be carried out to find an answer. Precision and ranking of candidate passages in an IR system can also affect the performance of question answering [4].

The final component in a Q&A system is the Answer Processing module. It is the distinguishing
feature between Q&A systems and the usual sense of text retrieval systems because its technology is an influential and decisive factor on question answering system for the final results. So, this process is deemed to be an independent module in the question answering systems [5].

Typically, the following scenario(s) occur in a Q&A system (also described graphically in Figure 1) [5]:

1. At first, the user posts a question to the Q&A system input.
2. Next, in the Question Processing Module, the inner component, Question Analysis determines the prime focus of the input question, which enhances the accuracy of Q&A system.
3. Question Classification plays a vital role in the Q&A system by identifying the question type and the expected answer type.
4. In Question Reformulation, the question is rephrased by expanding the query and passing it to the Document Processing Module.
5. The Information Retrieval component is used to retrieve the relevant documents based on the important keywords that appear in the question.
6. Paragraph Filtering component retrieves the relevant documents, filters and shorten them into small paragraphs expected to contain the answer.
7. Next, Paragraph Ordering is performed on these filtered paragraphs / tokens and passed to the Answer processing module.
8. On the basis of answer type and other recognition techniques, Answer Identification is performed.
9. To perform Answer Extraction and Validation, a set of heuristics may be defined so that only the relevant word or phrase (answer) is extracted.

![Figure 1: Typical Q&A System Architecture](image)

According to the application domain, Q&A systems are classified into two main categories:

1. Open domain Q&A Systems

In this type of Q&A systems, questions may be related to any subject, i.e. its domain is not restricted. The corpus may consist of unstructured or structured texts [6]. On the other hand, these systems tackle huge amount of data to extract the most relevant answer.

2. Restricted-domain Q&A Systems (domain specific)

Restricted domain means that the questions are restricted to a specific domain (music, sports etc. These types of Q&A Systems are easier to build, because the vocabulary is more predictable, and ontologies describing the domain are easier to construct. Only limited types of questions are accepted, such as questions asking for descriptive rather than procedural information [6].

B. Approach Based Classification

1. Linguistic Approach

This approach may contain AI based method using NLP technique and a corpus / knowledge base. Linguistic techniques such as tokenization, POS tagging and parsing may be implemented on user’s question to formulate it into a precise query that merely extracts the respective response from a structured database. Building a knowledge base is a time-consuming process, so these systems are generally applied where problem is related to long-term information needs for a particular domain. The key limitation of these systems is that the knowledge stored in the structured database was only capable of answering questions asked within the restricted domain [7].

2. Statistical Approach

Importance of this approach is increased by rapid growth of online text repositories available. It is used where large amount of heterogeneous data is to be dealt with. Statistical approaches are independent of SQL and can formulate queries in natural language form. These approaches basically require an adequate amount of data for precise statistical learning but once properly learned, produce better results than other competing approaches [7]. An advantage of QA Systems built with Statistical Approach is that these are based on proven methods to find ranges of threshold, co-relation, and validity of the arguments. But there’s also a disadvantage, as these systems may have a large sampling error. It is also said that co-relation does not guarantee the predictability of results. One of the pioneer works based on the statistical model was IBM’s statistical QA System [8].
3. Pattern Matching Approach

Using the expressive nature of text patterns, this approach replaces the complex processing involved in other approaches. There are two approaches for Pattern Matching: Surface Pattern based and Template based.

Most of the pattern matching Q&A systems, rely on surface text patterns while some of them also use templates for response generation. These days, many systems use learning of text patterns instead of using complex logics [7].

Table 1: Overall comparison between three approaches [7]

<table>
<thead>
<tr>
<th>Question Type Handled</th>
<th>Linguistic</th>
<th>Statistical</th>
<th>Pattern Matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Factoid questions</td>
<td>Complex non-factoid along with factoids</td>
<td>Factoids, definition, acronym, birth date.</td>
<td></td>
</tr>
<tr>
<td>Quite difficult as knowledge base are generally designed only to handle their pre-stored data type.</td>
<td>Statistical similarity measurements are used to integrate data.</td>
<td>Easily possible as pattern aids in wrapper generation.</td>
<td></td>
</tr>
<tr>
<td>Semantic understanding</td>
<td>Deep</td>
<td>Shallow</td>
<td>Less than all other competing approaches.</td>
</tr>
<tr>
<td>Reliability</td>
<td>Most reliable as answers are extracted from self-maintained knowledge base.</td>
<td>Reliable as most of these systems use supervised approach.</td>
<td>Depends on the validity of knowledge resource.</td>
</tr>
<tr>
<td>Scalability</td>
<td>Quite complex as new rules have to be introduced in the knowledge base for every new concept.</td>
<td>Most suitable for handling large data once properly trained.</td>
<td>Less as new patterns have to be learned for each new concept.</td>
</tr>
<tr>
<td>Evaluation Technique/Test</td>
<td>Domain specific manually developed test collections.</td>
<td>TREC, CLEF, NTIRC test collections.</td>
<td>Domain specific manually developed test collections.</td>
</tr>
<tr>
<td>Application area</td>
<td>Systems that have long term information needs for specific domains</td>
<td>Quite suitable in handling large volume data e.g. web</td>
<td>Best suits to small and medium size websites, Semantic web.</td>
</tr>
</tbody>
</table>

IV. CLASSIFICATION OF Q&A SYSTEM ATTRIBUTES

A. Questioners

Complexity level of questions may vary according to the level of a questioner. The questioner may be a casual one, or a professional analyst, requiring a complex Q&A system to process the answers. But in the end all questioners have a common goal to get an accurate answer of the question. Different levels of Questioners are depicted in figure 2:

Figure 2: Complexity Levels of Questioners [3]
B. Question Classification

There are different types of methods available to classify the questions. QA research attempts to deal with a wide range of question types including functional, list, wh, non-wh, etc. Most of the relevant question types are discussed in following table.

<table>
<thead>
<tr>
<th>Question Category</th>
<th>Description</th>
<th>Pattern</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Functional Word Questions</td>
<td>All Non-Wh questions (except how) fall under this category.</td>
<td>These generally start with non-significant verb phrases</td>
<td>Name the first man to climb Mount Everest.</td>
</tr>
<tr>
<td>List Questions</td>
<td>A list question expects a list as its answer</td>
<td></td>
<td>Name the most-populated cities in world.</td>
</tr>
<tr>
<td>When Questions</td>
<td>When Questions starts with “When” keyword and are temporal in nature.</td>
<td>When (do</td>
<td>does</td>
</tr>
<tr>
<td>Where Questions</td>
<td>“Where Questions” starts with Where keyword and represent natural entities such as mountains, geographical boundaries, or any types of location (natural, manmade, virtual).</td>
<td>Where (do</td>
<td>does</td>
</tr>
<tr>
<td>Which Questions</td>
<td>The expected answer type of such questions is decided by the entity type of the NP</td>
<td>Which NP X”?</td>
<td>Which Indian company is in the top 20 list?</td>
</tr>
<tr>
<td>Who/Whose/Whom Questions:</td>
<td>Here [word] indicates the optional presence of the term word in the pattern. These questions usually ask about an individual or an organization</td>
<td>(Who</td>
<td>Whose</td>
</tr>
<tr>
<td>Why Questions</td>
<td>Why Questions, always ask for certain reasons or explanations.</td>
<td>Why [do</td>
<td>does</td>
</tr>
<tr>
<td>How Question</td>
<td>For the first pattern, the answer type is the explanation of some process while second pattern return some number as a result</td>
<td>“‘How Questions” have two types patterns ‘‘How [do</td>
<td>does</td>
</tr>
</tbody>
</table>

V. CHALLENGES AND ISSUES IN BUILDING Q&A SYSTEM

In 2002, a group of researchers wrote a detailed roadmap of research in question answering, identifying the issues and challenges in building a Q&A systems [3].

1. **Question classes**: Different types of questions require different strategies to find an appropriate answer.

2. **Question Processing**: There are various ways (interrogative, assertive) to present a question with the same information request. This creates a problem of being understood as two different questions. A semantic model would recognize similar questions, regardless of how they are presented.

3. **Context and Q&A**: Questions are usually asked within a specific context and answers accordingly. To resolve ambiguities in question, context can be used by the Q&A systems.

4. **Data sources for Q&A**: It must be known beforehand, what knowledge sources are available and are relevant to the question. If the knowledge base / data sources, doesn’t contain the answer to a question, no matter how well programmed the system is, a correct result is difficult to obtain.

5. **Answer Extraction**: Answer extraction depends upon the complexity of the question, on the answer type provided by question processing, on the actual data where the answer is searched, on the search method and also on the question focus and context.
6. **Answer formulation**: The result of a Q&A system should be presented in a way as natural as possible. For example, when the question classification indicates that the answer type is a name, a quantity or a date, the extraction of a single datum is sufficient. For other cases, presentation of the answer may require to combine the partial answers from multiple documents.

7. **Real time question answering**: There is a need for developing Q&A systems that are capable of extracting answers from large data sets in several seconds, regardless of the complexity of the question, the size and multitude of the data sources or the ambiguity of the question.

8. **Multilingual (or cross-lingual) question answering**: This is the ability to answer a question posed in one language using an answer corpus in another language (or even several). This allows users to consult information that they cannot use directly.

9. **Interactive Q&A**: It is often the case that the question processing part may fail to classify properly the question or the information needed for extracting and generating the answer is not easily retrieved. In such cases, the questioner might want not only to reformulate the question, but also to have a dialogue with the system.

10. **Advanced reasoning for Q&A**: More sophisticated questioners expect answers that are outside the scope of written texts or structured databases. To upgrade a Q&A system with such capabilities, it would be necessary to integrate reasoning components operating on a variety of knowledge bases, encoding world knowledge and commonsense reasoning mechanisms, as well as knowledge specific to a variety of domains.

11. **Information clustering for Q&A**: Information clustering for Q&A systems is a new trend that originated to increase the accuracy of Q&A systems through search space reduction.

12. **User profiling for Q&A**: The user profile captures data about the questioner, comprising context data, domain of interest, reasoning schemes frequently used by the questioner, common ground established within different dialogues between the system and the user, and so forth. The profile may be represented as a predefined template, where each represents a different profile feature.

VI. RELATED WORK

A. **Previous Q&A Systems**

Moldovan et al. (LASSO) [9], used NLP to find answers in large collections of documents. Question processing included the combination of syntactic information with semantic information, and further eight heuristic rules extracted the keywords used for identifying the answer. This research also introduced paragraph indexing, where retrieved documents were first filtered into paragraphs and then ordered.

Riloff and Thelen [10], developed a rule-based system, Quarc, that can read a short story and find the sentence in the story that best answers to the given question. Quarc uses the heuristic rules that look for lexical and semantic clues in the question and the story.

Tiansi Dong et al. [11], developed a Q&A system for the German language, aimed at providing concise and correct answers to arbitrary questions called LogAnswer. The paper presents a machine learning solution to the wrong answer avoidance (WAA) problem, applying a meta-classifier to the output of simple term-based classifiers and a rich set of other WAA features. It is designed as an embedded AI system which integrates methods from several fields of AI, namely NLP, machine learning, knowledge representation and automated theorem proving.

Gaizauskas and Humphreys (QA-LaSIE) [12], presented a system that performed linguistic analysis with an IR system linked with an NLP system. The IR formulated a question query to obtain set of ranked documents or passages. The NLP system presented semantic representation for each of the returned documents or passages.

Radev et al. (NSIR) [13], presented a probabilistic method for Web-based Natural Language Question Answering, called Probabilistic Phrase Re-ranking (PPR). Their NSIR web-based system utilized a flat taxonomy of 17 classes, in which two methods were used to classify the questions; the machine learning approach using a decision tree classifier, and a heuristic rule-based approach.

Li & Roth [14], contributed a hierarchical taxonomy in which questions were classified and answers were identified based upon that taxonomy. A machine learning technique called SNoW was tested in order to classify the questions into coarse and fine classes of the taxonomy. They also showed through another experiment, the differences between a hierarchical and flat classification of a question.

Ravichandran & Hovy [15], 2002, presented a method that learns patterns from online data using some seed questions and answer anchors, without needing human annotation. It exploited surface text information using manually constructed surface patterns for finding answers.

www.ijorcs.org
Zhang and Lee [16], worked on the limitation of the research by Li & Roth [14], and carried out a comparison between the following algorithms of machine learning: Support Vector Machine (SVM), Nearest Neighbors (NN), Naïve Bayes (NB), Decision Tree (DT) and Sparse Network of Winnows (SNoW). They have shown that SVM with a tree kernel can achieve performance improvement over a single-layer SNoW classifier using the same primitive syntactic features.

RJ Mammone et al. [8], describes the IBM Statistical Question Answering for TREC-9 system in detail and look at several examples and errors. The system is an application of maximum entropy classification for question/answer type prediction and named entity marking. The system retrieves document from local encyclopedia, expands query words and retrieves passage from TREC collection. An answer selection algorithm determining the best sentence is also presented.

Lita et al. [17], introduced, cluster-based query expansion method that learns queries known to be successful when applied to similar questions. Cluster-based expansion improves the retrieval performance of a statistical Q&A system when used in addition to existing query expansion methods. Paper shows that documents retrieved using the cluster-based approach are inherently different from the documents retrieved using existing methods and provide a higher data diversity to answers extractors.

Xu et al. [18], they adopted a hybrid approach that used various complementary components including information retrieval and various linguistic and extraction tools such as name finding, parsing, co-reference resolution, proposition extraction, relation extraction and extraction of structured patterns.

Peng et al. [19], presented an approach to handle the main limitations of work by Ravichandran & Hovy [15]. They explored a hybrid approach for Chinese definitional question answering by combining deep linguistic analysis (e.g. parsing, co-reference, named-entity) and surface pattern learning in order to capture long-distance dependencies in definitional questions.

Table 3: Comparison of previous Q&A Systems (derived from [5])

<table>
<thead>
<tr>
<th>Q&amp;A Components</th>
<th>Question Processing</th>
<th>Document Processing</th>
<th>Answer Processing</th>
<th>Performance</th>
<th>Limitation(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moldovan et al (LASSO) [9]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Riloff and Thelen2000 [10]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Gaizauskas &amp; Humphreys (QA-LaSIE) [12]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Radev et al. (NSIR) [13]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Li &amp; Roth [14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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B. Q&A Systems for Indic Languages

Kumar et al. [20], focused on developing Hindi Q&A system having different language constructs, query structure, common words. Primary goal was to help elementary and high school students in getting correct answers for their subject related questions. Self-constructed lexical database of synonyms was used, as a Hindi Word Net was not available. Case based rule classifies the question, change to proper query and submitted to retrieval engine.

Sahu et al. [21], discusses an implementation of a Hindi Q&A system “PRASHNOTTAR”. The parser gives the analysis of a sentence in terms of morphological analysis, POS tagging and chunking. It presents four classes of questions namely: “when”, “where”, “what time” and “how many” and their static dataset includes 15 questions of each type.

Sekine et al. [22] developed a cross-lingual question-answering (CLQA) system for Hindi and English, which accepts questions in English, finds candidate answers in Hindi newspapers, and translates the answer candidates into English along with the context surrounding each answer. Initially, the examiner examined the questions and searched their answers from Hindi newspapers. An English Hindi bilingual dictionary was used to find out the top 20 Hindi articles, which were used to find out the candidate answers and finally, Hindi answers were returned back to the English language.

Banerjee et al. [23] developed a Bengali Question Classification System. Bengali is an important eastern Indic language. First step in developing a Q&A system is to classify natural language question properly. Their own work is extended to create a two-layer taxonomy is proposed with 9 course-grained classes & 69 fine-grained classes. The proposed automated classification work uses ensemble of multiple models. It is shown that boosting approach shows slightly better accuracy than bagging approach.

Reddy et al. [24], describes a dialogue based Q&A system in Telugu language for railway specific
domain. Main module of the system was dialogue manager, responsible for handling the dialogues between a user and system. This architecture was based on the keyword approach in which query analyzer generates tokens and keywords with the use of knowledge base. Based on the keywords and tokens, an appropriate frame was selected. The words that have some semantic information were needed to be present in the knowledge base. SQL statements were generated from the tokens. The railway database had been constructed which contained the information about the arrival / departure time of each train, information regarding their fares using a relational model. Basic responsibility of the dialogue manager was to manage the flow of dialogues. Dialogue manager was also responsible for the coordination of the other components in the system. After the generation of the query frame, SQL query was generated. Then the answer was retrieved from the database using SQL query.

Pakray [6], presented a system in which the query is specified through user, by starting a dialogue with the system. Shallow parser takes the input question, semantically tag it with the help of domain ontology. Tagged words were divided into chunks and with keywords present in the chunks, frame of the query was determined. Dialogue manager was used to obtain the missing information from the user query. SQL statements were generated corresponding to the query frame. With the help of SQL statements, answers were extracted from the database. The natural language answer was generated by the answer generator.

Stalin et al. (2012) [25] discussed the web based application for extraction of answers for a question posed in Hindi language from Hindi text. If the answer was not present in the Hindi text then the answers were searched on Google. This paper proposed a QA architecture that used words of sentence (question). The architecture of the system involved various modules, Query interface, Question classifier, Query formulation. It required the knowledge of the pattern of the question. Database sent all the candidate answers to the next module which was responsible for the extraction of the answers from the retrieved documents. Then all the candidate answers were displayed on the screen.

Gupta et al. [26] developed a Punjabi QA algorithm which uses a new hybrid approach to recognize most appropriate answers from multiple set of answers for a given question. The relevant answers are retrieved for different types of questions like: ਕਦੇ “when”, ਕੀ “what”, ਕੋਣ “who”, ਕਿਕੁਝ “why” and ਕੀਥੇ “where”. The identification or the classification of these questions is done with the help of stop word removers, stemmers [27] [28], regular expressions, scripts, and algorithm specific to the Question & Answer patterns [29]. This approach used pattern matching along with mathematical equations for both, identification of question as well as possible answers. A scoring system is built which checks the term frequency of the various possible nouns, verbs, adverbs and possible answers for the given question.

<table>
<thead>
<tr>
<th>Research Work</th>
<th>No. of questions tested</th>
<th>Performance</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Praveen Kumar et al. [20]</td>
<td>150</td>
<td>Accuracy (59%)</td>
<td>Self-constructed lexical database limits the knowledge data, makes unsuitable for large systems</td>
</tr>
<tr>
<td>Shriya Sahu et al. [21]</td>
<td>60</td>
<td>Accuracy (68%)</td>
<td>Lack of semantic approach and dynamic data set</td>
</tr>
<tr>
<td>Rami Reddy et al. [24]</td>
<td>95</td>
<td>Precision (96.34%)</td>
<td>Low dialogue success rate due to insufficient coverage of the domain</td>
</tr>
<tr>
<td>Shalini Stalin et al. [25]</td>
<td>Sets of 20</td>
<td>Inconclusive results are shown.</td>
<td>Inconclusive results are shown.</td>
</tr>
<tr>
<td>Somnath Banerjee et al. [23]</td>
<td>1100</td>
<td>Accuracy (87.63%)</td>
<td>Classification only limited to Bengali language</td>
</tr>
<tr>
<td>S. Sekine et al. [22]</td>
<td>56</td>
<td>MRR (25%)</td>
<td>Machine Translation is prone to errors</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Finds answers from Hindi Newspapers, but aimed at English speaking users</td>
</tr>
<tr>
<td>Partha Pakray [6]</td>
<td>Without Dialogue Management Bengali</td>
<td>Precision (87.50%) Recall (80%)</td>
<td>Low dialogue success rate due to insufficient coverage of the domain and considering fewer database</td>
</tr>
</tbody>
</table>

Table 4: Comparison of Indic Language Q&A Systems
VII. DISCUSSION

Each approach used to build a Q&A system has its own pros and cons. Traditional Q&A systems could only tackle the current issues of question answering to a limited extent. But, usage of a combination of various approaches (hybrid approach) can be useful to the domain of Q&A. After a detailed study of different types of Q&A systems in English as well as of Indic Languages, It was found that only a few language resources are available for Indic languages and more so in case of Indic language Q&A systems. Only few number of research work(s) are present and the ongoing research work(s) in this context are not up to the current level of research progress and requirements. The prime reason of this is the complex nature of Indic Languages, in relation to computing. As per our study, we were able to find only a single Q&A system, described in notable research repositories, which was developed by Gupta et al. [26]. We have found the following research gaps in the previous systems that could be filled to develop a better QA system in Punjabi.

- Previous Q&A systems were not able to handle a vernacular language (like Punjabi) in a proper way.
- Previous systems are not able to work properly on unstructured documents as well as discrete data.
- Neither the systems are open (available for reuse/open source/reproducible), nor they have a scalable architecture of Q&A.
- Limited work based on distance based similarity measures have been reported in previous systems.
- Most of the systems did not work with both kinds of variables: a) variables that have co-relation, b) variables that do not have any co-relation.
- Previous systems are not taking advantage of the principles of sequence mining of the questions & answers and their pattern frequency.
- Many of them are not using principle of statistical significance test as well as on statistical distance measures at the same time.

- Many previous systems do not take care of calculations related to gunning fog measure, readability index, keyword density, fog index, concordance etc.
- A proper Punjabi Stemmer like porter stemmer algorithm is not used.
- Limited sized stop word dictionary is used.
- Punjabi POS taggers used for Q&A, were of limited capability.
- Most noted Punjabi Q&A systems did not include the most prominent question type, how (ਿਕਵ�, ਿਕਸਤਰ��) and its further combinations.
- Punjabi Semantic Object dictionaries were not used in the previous Q&A system.
- Previous Punjabi Q&A systems are not Web based, so it is not available to be used by everyone.
- Existing system used a scoring system which creates a frequency or inverse frequency tables. An answer with least distance from the question is given as most appropriate answer. This approach has been fairly successful in terms of accuracy, however there is an ample scope to enhance, extend this work. After this systematic study, it is recommended to develop a new metric for selection of most likely answers to a given question. The next section proposes a new metric that incorporates distance measures along with pattern discovery/matching methods using sequence mining.

A. Center of Gravity Metric (CoGM)

The CoG Metric is based on the concept of physics known as Center of Gravity. The general definition of Center of Gravity (CoG) is the source of power that provides moral or physical strength, freedom of action, or will to act, thus, the center of gravity is usually seen as the source of strength. The center of gravity (CoG) of an object is the average location of its weight. In physics, the center of gravity of an object is a point at
which the object's mass can be assumed, for many purposes, to be concentrated [30].

If \((x_{cg}, y_{cg})\) are the coordinates of the CoG of a collection of point masses \(m_1, m_2, \ldots\) located at coordinates \((x_1, y_1), (x_2, y_2)\) respectively, then:

Solving for the x-coordinate of the CoG:

\[
X_{cog} = \frac{\sum_{i=1}^{n} m_i x_i}{\sum_{i=1}^{n} m_i}
\]

Similarly, the y-coordinate of the CoG is:

\[
Y_{cog} = \frac{\sum_{i=1}^{n} m_i y_i}{\sum_{i=1}^{n} m_i}
\]

To understand the center of gravity method, let's take an example, imagine there are three neighborhoods: Applegate, Barstow, and Canterberry. We might draw a grid over a map of the area with horizontal and vertical coordinates, and find Applegate is centered at \((5,3)\) meaning 5 coordinate points horizontally and 3 coordinate points vertically. Barstow is centered at \((4,2)\) and Canterberry is centered at \((3,6)\). The average of the horizontal, also called the x-axis, coordinates is \((5+4+3)/3 = 4.0\). So, we might assume that it would be good to centrally locate the fitness club we would put it at 4.0 on the horizontal axis. However, this fails to consider that there may be many more customers coming from one neighborhood than from another. Imagine that Applegate contains 200 potential customers, Barstow contains 75, and Canterberry contains 25. We would probably want to be nearer to Applegate than to Canterberry. Therefore, we use the customer counts as weights, recognizing that of 300 total potential customers, \(200/300 = 66.6\%\) come from Applegate. The weighting can be accomplished by multiplying each coordinate value by the corresponding customer forecast, summing across all customer locations, and dividing by the sum of the customer forecasts. For this example, the optimal horizontal coordinate is [31]:

\[
X = \frac{(5 \times 200) + (4 \times 75) + (3 \times 25)}{(200 + 75 + 25)} = 4.58
\]

Therefore, the optimal horizontal coordinate is 4.58 on the grid. So also, the vertical (y) coordinate can be calculated:

\[
Y = \frac{(3 \times 200) + (2 \times 75) + (6 \times 25)}{(200 + 75 + 25)} = 3.00
\]

So, the coordinates \((4.58, 3.00)\) would give you the CoG of the location area. Similarly, this CoG metric can be applied on QA sets to calculate their center of gravity based on their record location. These values would further help in ranking the probable answers of the questions given.

VIII. CONCLUSION & FUTURE WORK

The interest in study and development of automated Q&A systems has grown rapidly in recent years. We believe that we are in an era which might bring divergent changes in Q&A domain, thus it can be considered as a golden era for Q&A. In this study paper we have provided a comparative view of Q&A systems for general languages as well as Indic Languages. This review paper also describes the different question answering approaches and different types of Q&A technologies like basic pattern matching, statistical analysis, artificial intelligence etc. We have also analyzed Q&A systems for Indic Languages and found a research gap to be filled by replacing the traditional pattern matching technique in the answer scoring system, with a new intelligent algorithm based on CoG Metric (CoGM). For future direction, it is suggested that we may develop a Punjabi QA System using the Structured Equation Modeling Method (SEM).
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